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Accepting Errer to Make Loss Errer
Hillel ]. Einhora

Center for Decision Research
University of Chicago

On & recent program of “Wall Street Week.” the eminent economist, Milton Friedman,
was being interviewed by Louis Rukeyser. Mr. Rukeyser, who is & cyaic about clinical
804 statistical prediction, asked Friedman what he would do about the Federal Reserve
Board, which has been an object of Friedman's criticism for many years. Without
missing & best, Friedman replied, "1 wouid get rid of them." After expressing surprise,
Rukeyser asked, “What would you use to replace them 7" “A computer,” responded Mr.
Friedman. He then weant on to explain that the money suppy should be set by using &
simple rule that is consistently spplied. This would, he argued, provide for more
stadility and certainty in determining economic policy. Whatever the merits of his
argument, I feel confident (i.e., probability = 999) that the ides of replacing the Federal
Reserve Board by a computer algorithm will seem absurd and dangerous to most people.
Be that as it may, the point of this example is to illustrate that the clinical vs. statistical
prediction controversy is enduring and general. Not only is the controversy alive and
well in economics, 1 believe that the rapid growth in computer use will spread the
conflict to new fieids and intensify the battle where it already exists.

The purpose of this paper is to understand why the controversy exists and persists.
In what follows, 1 argue that the clinical and statistical spproaches rest on quite
different philosophical assumptions sbout the nature of error and the sppropriste

level of accuracy to be expected in prediction. To examine these issues, 8 case is made
for each approach. Thereaftor, & decision analysis is introduced to examine the costs

»i : and benefits of subscribing to each position.

&

: The cliaical appreach R
é la their disgnostic sctivities, clinicians are determinists. That is, symptoms, sigas, Q; -

and the like, are viewed as manifestations of underlying causal processes that can be




known in principle. Since much clinical reasoning involves disgnosis or backward
infereace (ie., making inferences from effects to prior csuses), the clinican, like the
historian, has much Istitude (or degreoes of freedom) in reconstructing the past to make
the present ssem most likely (a kind of maximum likelihood approsach, if you will).
However, when eagaging in prediction or foward inference, one is soon confronted
with discrepancies between predicted and sctual outcomes. Such discrepancies are
often surprising, especially if the explanation for past behavior provides a coherent
account of the facts. One is reminded of the unpleasant surprise that awaits the modeler
who fits the data vith many parameters oaly to find that the mode!l cannot predict new
cases. Thus, it is often the case that the power of post hoc explanation is matched by the
paucity of predictive validity.

Given the fluency of causal reasoning, it is not difficult to construct reasons for
why discrepancies in prediction occur. Indeed, in hindsight, it seems as if the outcomes
could not have been otherwise (see, Fischhoff, 1973 on "hindsight biss" as & form of
creeping determinism). However, o wvhat degree can (should) prediction errors be
explained ? It is at this point that the clinical and statistical approaches diverge, with
the divergence having much to do with the meaning and significance of "random
error.” While the concept of randomness is complex and difficuit to define (Lopes.
1982), it suggests an irreducible unpredictability and disorder of outcomes. The basic
question then becomes, how much of behsvior is random and how much systematic ?
The answer to this depends on wvhat is meant by randomness. For example, consider the
random walk theory of stock market prices. While most people have not heard of this
theory, many have first hand experieace with its implications. Do stock prices follow s
random walk ? To date, the market remains difficult to predict (many have
unsuccessfully tried). However, does that mean that it is impossible to do 0 ? Imagine
that there is & 7-way interaction that predicts price changes, but no one has yet
induced it from the mass of complex and noisy data that is available. If there is hidden
sytemsticity, one's gamble in searching for s predictive rule may pay off. On the other

..........................
..........

...........................
......................

o .
DRSSO Y

« "
SO
PO I S




o T TN ST T T T T - - L e o ——gp
L R L N R S A A P P i A IRV AN M VL £ - A L o il g/ i O i e /i Rt -

hand, such an interaction may not exist, despite the fact that there are “experts”

selling advice on what stocks to buy ( are they simply selling “snake oil"?). Thus, if ‘_j
prediction error is due (o our lack of knowledge and randomness is only & label for our o~
current ignorance. there are at least two reactions. The first is characteristic of the “‘
clinical approach; it says that the goal of perfect predictability, while difficult to attain, w
is not impossible Moreover, this goal may be useful in itself since it can motivate the B “;
search for improved predictability vis increased understanding of the causal testure of 1
Lthe environment ( Tolman & Brunswik, 1933). The second reaction is characteristic of N J
the statistical approach and emphasizes the possibility of a futile search for a Holy . ,4
Grail. This is considered in greater detail below.
The importance of causal understanding, which is essential to the clinical approach,

has other implications. While the controversy between the clinical and statistical .:
approaches centers on prediction, has there been o much atteation givea to :-  1

prediction per se ? To illustrate, consider the following scenario:

Imagine that you lived several thousand years ago and belonged tos
tribe of methodologically sophisticated cave-dwellers. Your
methodological sophistication is such that you have svailsble to you
all present day means of the methodological arsenal - details of the
principles of deductive logic. probability theory, access to
computational equipment, etc. However. your level of substantive
knowledge lags several thousand years behind your methodological
sophistication. In particular. you have little knowlege about physics,
chemistry or biology. In recent years. your tribe has noted an
alarming decresse in its birth-rate. Furthermore the tribe's
statisticisn estimates that unless the treand is shortly reversed,
extinction is 8 real possibility. The tribe's chief has accordingly
isunched an urgent project to determine the cause of birth. You are s
member of the project team and have been assured that all means.
including various forms of experimentation with human subdjects,
will be permitied o resolve this crucial issue.

(Einbhorn & Hogarth, 1982, p 23)

The sbove story illustrates the following points: (1) The goal of prediction is to provide

1
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guidance for laking aclion. Therefore, prediction is intimately tied to decision making
aad should be evaluated within this context. Indeed. one might find small consolation j'.-IT_?:I
in being sble to accurately predict when the tribe will become extinct; (2) When ]

decisions are based on predictions, the determination of forecast accuracy is
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.......................




.......................................

problematic since outcomes are a function of predictions and actions (Einhorn &
Hogarth, 1978). For example, if the President takes strong anti-recession measures
i , based on predictions of an economic slowdown, how is one (o evaluate the accuracy of
: the forecast ? Consider the outcome of “no recession.” This could result from an
incorrect forecast and s usefess action. or, an accurate forecast and s highly effective
I action. Similarly, a recession could indicate an accurate forecast with an ineffective
' action, or, an inaccurate forecast with an action that causes the malady it is intended to
prevenl. While some actions are taken to counteract the prediction of undesirable

events, other actions cause the very outcomes that are predicted. For example,

™

People in a small town hear 2 rumor that the banks are sbout to fail.

They think that if this forecast is accurate, they had better withdraw

their money as soon as possible. Accordingly. they go to the banks to
. close their accounts (those sceptical of the forecast see many people
» vithdrawing money and either take this as a sign that the rumor is
true or foresee the consequences of waiting too long. thus joining
the crowd in either case). By the end of the day the banks have
fdlo)d. thereby confirming the rumor. (Einhorn & Hogarth, 1982,
p24

Note that awareaess of such self-fulfilling prophecies is ofien low and can lead to

my.

overconfidence in predictions that are of low or even zero accuracy (see Einhorn &
Hogarth, 1978: Einhorn, 1980); (3) In order to undersiand the relations between
. predictions, actions. and outcomes, one needs a causal model of the process. In this
. regard. the clinical approach, with its emphasis on disgnosis and causal understanding,
is important. Moreover, the role of clinical judgment in the development of models and

D the determination of relevant varisbles has been sadly neglected. Consider the

following cencfusion from the literature on clinical vs. statistical prediction stated by
Dawes and Corrigan (1974, p.103)- " . the whole trick is to decide what varisbles to look
| . at and then to know how to add" Assuming we can add. how do we decide on what
. variables to look at ? Such decisions must rest on some implicit or explicit theory of the :::':'
phenomenon which allows one to distinguish relevant from irrelevaat factors. *
I Therefore. prediction depends on bsckward inference which invoives both the _ﬁ
forming of hypotheses to interpret the past and the choosing of relevant from 1

irrelevant varisbles in that interpretation. i
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The statistical appreach

Although the clinical approach rests on the vorthy and optimistic goal of perfect
predictability, it is a goal that can have negative consequences (soe beiow). The
statistical approach, on the other hand, accepts error. This acceptance can occur in
soversal ways. First, one may believe that the world is inhereatly uncertain. In this
case, probabilistic knowledge is the best we can hope for and random error cannot be
reduced by grester knowledge. Second, one can maintain determinism at the level of
the physical world dbut believe that our knowledge of that world will always be
fragmentary and hence uncertain. In this case, randomness is due to ignorance but the
goal of perfect predictabdility is abandoned as being too unrealistic. Third, the use of
say equation or algorithm, with its limited aumber of varisbles and mechanical
combining rule, can never caplure the richness and full complexity of the
phenomenon it is meant to predict (recall Meehl's discussion of "broken leg cues®, 1954,
p. 23). Thus, models are simplifications of reality that must lead to errors in prediction
(cf. Chapanis, 1961).

Let us now consider how the acceptance of error can lead to less error. To do %0,
recall the research on probebility learning done several yesrs ago (e.g., Edwards, 1936,
Estes, 1962). In these studies, either a red or green light is illuminated on each of s

aumber of trials and subjects are asked to predict which light will go on. If the
prediction is correct, subjects are given s cash payoff; if the prediction is vrong, there
is no payofl. However, unbeknowast to the subject, the lights are programmed to go on
accordiag to s binomisl process with s given proportion of red and green, say 60% red
and 40% green. Thus, the process is random sithough subjects do not know this. The
major result of these experiments is something called "probability matching"; ie..
subjects respond to the lights in the same proportion as they occur. For example, in the
sbove case, subjects predict red 60% of the time and green 40% . The expected payofT for
such s strategy can be calculated as follows: since the subject predicts red on 60% of the

trials and red occurs on 60%, the subject will be correct (and receive the payoff) on
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36% of the trials. Similarly for green. the subject predicts green on 40% of the trials
and gresa occurs on 40%. Hence, 16% of the trials will be correctly predicled.
Therefors, over both predictions, subjects will be correct on 36% + 16% = 32% of the
trials. Now coasider how well subjects would do by using a simple rule that said: always

predict the most likely color. Note that such s strategy accepts error; however, it aiso
leads to 60% correct predictions ( i.e., | always say red and red occurs 60% of the time).
Since 60% is greater than 32%, subjects would make more money if they sccepted error
sad consistently used s simple rule. Indeed, such s rule msaximizes their wealth in this
situstion. However, most are trying to predict perfectly and are engaged in s futile
sttempt to see patterns in the data that are diagnostic of the (non-existent) rule that
they believe determines the onset of the lights. (The analogy to the stock market is
noted without further comment.) ]

Another example of accepting error to make less error comes from the work on
equal or unit weights in linear models (Dawes & Corrigan, 1974; Einhorn & Hogarib,
1973). Maay people are surprised that equally weighted linear regression models can -

VAU O

outpredict models with "optimal” weights, on new cases The reason for the surprise is
that we often believe that the weights for the varisbles are not equal. Thus, the use of

!."." "."'.'v )

equal weights deliberately introduces error into the model. However, there is & benefit -
from such s procedure; viz., equal weighting protects one against s reversal of the

relative weighting of the varisbles on the basis of poor dats. Thus, if X1 and X2 have s

. P

true relative weighting of say 2:1, equal weights protect one from data which shows -
. that the waight for X2 is lacger than for X1. Therefore, if dats are of sufficieatly poor i
| quality, seeking error can lead to less error in prediction. T
{. ) Vhile the idea of trade-offs amongst errors may be new (o some, there are several - 1
o more muadane sdvanisges of the statistical spproach that nonetheless deserve '

- mention. First, the statistical approach demands that empirical evidence, rather than
F suthority, be the deciding factor in determining the predictive accuracy of aay device. -
Hence, the statistical approach is egalitarian- it trusts no one and takes little on faith
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In fact. Armstrong's (1978) notion of & “seersucker theory of prediction” seems to
captures the sttitude of the statistical approsch to all undocumented claims of expertise.
The theory bhas only one axiom: for every seer there is a sucker A second issue
concerns inconsistency in judgment due to fatigue, boredom. memory and attentional
limitations. and so on. Such inconsistency is not, in general, useful Indeed, if someone
has a valid rule which is inconsistently applied, predictive accuracy will suffer.
However, clinicisl judgment can be improved by lechniques such as "bootstrapping.”
in which a8 model of the clinical thought processes predicts more accurstely than the
person from whom the model was developed (Goldberg, 1970). Such models have been
developed in many fields and the results are encouraging (see Camerer, 1981 for a

review and theoretical discussion).

A Decision Analysis

Since | have tried to make a case for both the clinical and statistical approaches,

the question naturally arises, which is better ? Such a naive question deserves an =

answer like. “it depends.” This seclion considers some of the factors upon which it :

b

depends. -

: i)
, To begin. consider Figure 1, which shows a decision matrix with choices as rows and .4
g states of the world as columas. For the sake of simplicity. only two choices and states are - 1
InsertFigure 1 about here -

shown. First consider the choice alternatives: one can decide that 8 phenomenon of .,'{

\

interest is systematic and thus capable of being predicted. or. one can decide that the -

phenomenon is random and not predictable. Now consider the possibie states of nature. :

In the first column. the phenomenon is systematic. while in the second it is random. 1

The intersection of rows and columas results in four possible outcomes: the “hits’, 5

shown in the diagona!, and the errors, shown in the off-diagonal Note that there are -

.................................................................................................
.................................................................
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two kinds of errors. If one decides that a phenomenon is sysiematic and it is random,
the error that result is manifested in myths, magic, superstitions, and illusions of
control (Langer, 1973). This error is mast likely to characterize the clinical approach,
which seeks causal explanations for all behavior Moreover, there are aumerous

examples of this type of error which have been discussed in the behavioral decision

theory literature (for a review, see Einhorn & Hogarth, 1981; Nisbett & Ross, 1980)
Let us now consider the other error, which is more likely to characterize the
statistical approach. In this case, one decides that a phenomenon is random when it is
& systematic. This error results in lost opportunities and illusions of the iack of control.
- For example, consider the state of knowledge of the movement of heavenly bodies after
Copernicus but before Kepler. The Copernican revolution put the sun at the center of
the solar system with the planets revolving in circular orbits. This mode! of planetary
molion gives reasonably accurate predictions. However, we know that the orbits are not
circular; they are elliptical and errors in prediction occurred. If probsbilism were

around in the time of Copernicus, one might have explained planetary motion as -

TTRY TR

consisting of circular orbits plus a ragdom error term While such a probabilistic model

R A

would explain most of the variance, it vould represent a lost opportunity to better

understand the true nature of the ptenomenon. Of course, successes in seeking (o -7”

L
f
[

explain all the variance of behavior are dramatic. However, dramatic failures also exist.
Recall Einstein's famous statement that, * God does not play dice with the world.” His
'P unsuccessfull attempts to disprove quantum theory illustrate the difficulty of
abandoning the goal of perfect predictability.

What conclusions can be drawn from the above analysis ? First, the choice between

the clinical and statistical approach in any given situation will depend on: (a) One's -
beliefs regarding the probabilities of the states of nature. While [ have only considered

two states, there are many states representing various levels of systematicity and error.

Hence. one’s prior probabilities over the various states will greatly affect the choice of -

strategy: (b) The relative costs of the two types of errors For example, to what degree is

.........................................................
..........................................
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superstition an appropriste price to psy for not missing an opportunity to predict more
accurately ?; and (c) The relative payoffs for the hits/correct choices. Hence. the
choice between the clinical and statistical approaches can be seen as a special case of
decision making under uncertainty: each has its associsted risks and potential benefits.
At the least, this conceptualization demonstrates why the controversy will never be
resolved. Researchers will “place their bets” differently, whether the field be

personality theory or particle physics.

Ceaclusion

The clinical vs. statistical controversy represents 8 basic conflict about the
predictadbility of behavior While the evidence is clear and convincing that the
statistical approach does s better job of forecasting. the clinical approach is not without
its virtues. Indeed. [ tend 1o think of the clinical approach as a high risk strategy - ie.
the chance of being able to predict all the variance of behavior (or even a substantial
amouant). is very low. but the payoff is correspondingly high On the other hand, the
acceptance of error 1o make less error is likely to be s safer and more accurate strategy

over a wide range of practical situations. Thus, the statistical approach leads to better

performance on average. In my view, this is a compelling argument for its use.
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Figure 1. Decision matrix for comparing the clinical and statistical spproaches.
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Washington, D. C. 20301 800 North Quincy Street

& Arlington, VA 22217

o Department of the Navy

S Mathematics Group

B Engineering Psychology Group Code 411-MA
Office of Naval Research Office of Naval Research
Code 442EP 800 North Quincy Street
800 N, Quincy St. Arlington, VA 22217
Arlington, VA 22217 (3 cys.)
Aviation & Aerospace Technology Statistics and Probability Group

Programs Code 411-S5&P

Code 210 Office of Naval Research
Office of Naval Research 800 North Quincy Street
800 North Quincy Street Arlington, VA 22217

Arlington, VA 22217
Information Sciences Division

CDR. Paul E. Girard Code 433

Code 252 Office of Naval Research
Office of Naval Research 800 North Quincy Street
800 North Quincy Street Arlington, VA 22217

Arlington, VA 22217
CDR Rent S. Hull

Physiology Program Helicopter/VIOL Human Factors Office
‘D . Office of Naval Research NASA-Ames Research Center MS 239-21
Code 441NP Moffett Field, CA 94035
. 800 North Quincy Street
- Arlington, VA 22217 Dr. Carl E. Englund
= Naval Health Research Center
- Dr. Edward H. Huff Environmental Physiology
Fl Man-Vehicle Systems Research Division P.0. Box 85122
. NASA Ames Research Center San Diego, CA 92138
b - Moffett Field, CA 94035
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Department of the Navy

Special Assistant for Marine
Corps Matters

Code 100M

Office of Naval Research

800 North Quincy Street

Arlington, VA 22217

Mr. R. Lawson

ONR Detachment

1030 East Green Street
Pasadena, CA 91106

CDR James Offutt

Office of the Secretary of Defense
Strategic Defense Initiative Organization
Washington, D.C., 20301-7100

Directot.

Naval Research Laboratory
Technical Information Division
Code 2627
Washington, D.C, 20375

Dr. Michael Melich
Communications Sciences Division
Code 7500

NaVAL Research Laboratory
Washington, D.C, 23075

Dr. J. S. Lawson

Naval Electronic Systems Command
NELEX-06T
Washington, D. C. 20360

Dr. Neil McAlister

Office of Chief of Naval Operations
Command and Control
OP-094H

Washington, D. C. 20350

Naval Training Equipment Center
ATTN: Technical Library
Orlando, FL 32813

Naval Research Laboratory
Washington, D.C, 20375
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Department of the Navy

Dr. Robert G. Smith

Office of the Chief of Naval
Operations, OP987H

Personnel Logistics Plans

Washington, D. C. 20350

Combat Control Systems Department
Code 35

Naval Underwater Systems Center
Newport, RI 02840

Human Factors Department

Code N-71

Naval Training Equipment Center
Orlando, FL 32813

Dr. Alfred F. Smode

Training Analysis and Evalustion
Group

Naval Training & Equipment Center

Orlando, FL 32813

Human Factors Engineering
Code 8231

Naval Ocean Systems Center
San Diego, CA 92152

Dr. Gary Poock

Operations Research Department
Naval Postgraduate School
Monterey, CA 93940

Dean of Research Administration
Naval Postgraduate School
Monterey, CA 93940

Mr. H. Talkington

Engineering & Computer Science
Code 09

Naval Ocean Systems Center

San Diego, CA 92152
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Department of the Navy

Mr. Paul Heckman
Naval Ocean Systems Center
San Diego, CA 92152

Dr. Ross Pepper

i Naval Ocean Systems Center

Hawaii Laboratory
P. 0. Box 997
Kailua, HI 96734

Dr. A. L. Slafkosky

:; Scientific Advisor

LB

Commandant of the Marine Corps
Code RD-1
Washington, D. C. 20380
Dr. L. Chmura

Naval Research Laboratory
Code 7592

Computer Sciences & Systems
Washington, D. C. 20375

Office of the Chief of Naval

i Operations (OP-115)

;- Washington, D. C.
»

Washington, D.C. 20350
Profess;r Douglas E. Hunter
Defense Intelligence College
Washington, D.C. 20374

CDR C. Hutchins

Code 55

Naval Postgraduate School
Monterey, CA 93940

Human Factors Technology Administrator
Office of Naval Technology

Code MAT 0722

800 N. Quincy Street

Arlington, VA 22217

CDR Tom Jones

Naval Air Systems Command
Human Factors Programs
NAVAIR 330J

20361
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Department of the Navy
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Commander

Naval Air Systems Command
Crew Station Design
NAVAIR 5313
Washington, D, C. 20361
Mr. Philip Andrews

Naval Sea Systems Command
NAVSEA 61R
Washington, D. C. 20362
Commander

Naval Electronics Systems Command
Human Factors Engineering Branch
Code 81323
Washington, D. C, 20360

Mr. Herb Marks

Naval Surface Weapons Center
NSWC/DL

Code N-32

Dahlgren, VA 22448

Mr. Milon Essoglou

Naval Facilities Engineering Command
R&D Plans and Programs

Code 03T

Hoffman Building II

Alexandria, VA 22332

CAPT Robert Biersner

Naval Biodynamics Laboratory
Michoud Station

Box 29407

New Orleans, LA 70189

Dr. Arthur Bachrach

Behavioral Sciences Department
Naval Medical Research Institute
Bethesda, MD 20014

Dr. George Moeller

Human Factors Engineering Branch
Submarine Medical Research Lab
Naval Submarine Base

Groton, CT 06340
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Head

Aerospace Psychology Department

Code L5

Naval Aerospace Medical Research Lab
Pensacola, FL 32508

Commanding Officer
Naval Health Research Center
San Diego, CA 92152

Dr. Jerry Tobias

Auditory Research Branch
Submarine Medical Research Lab
Naval Submarine Base

Croton, CT 06340

Navy Personnel Research and
Development Center
Planning & Appraisal Division

San Diego, CA 92152

Dr. Robert Blanchard

Navy Personnel Research and
Development Center

Command and Support Systems

San Diego, CA 92152

CDR J. Funaro

Human Factors Engineering Division
Naval Air Development Center
Warminster, PA 18974

Mr. Stephen Merriman

Human Factors Engineering Division
Naval Air Development Center
Warminster, PA 18974

Mr, Jeffrey Crossman
Human Factors Branch
Code 3152

Naval Weapons Center
China Lake, CA 93555

Human Factors Engineering Branch
Code 4023

Pacific Missile Test Center
Point Mugu, CA 93042
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Department of the Navy

Dean of the Academic Departments
U. S. Naval Academy
Annapolis, MD 21402

Dr. W. Moroney

Naval Air Development Center
Code 602
Warminster, PA 18974

Human Factor Engineering Branch
Naval Ship Research and Development
Center, Annapolis Division
Annapolis, MD 21402

Dr. Harry Crisp

Code N 51

Combat Systems Department
Naval Surface Weapons Center
Dahlgren, VA 22448

Mr. John Quirk

Naval Coastal Systems Laboratory
Code 712

Panama City, FL 32401

Department of the Army

Dr. Edgar M. Johnson
Technical Director

U. S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Technical Director
U. S. Army Human Engineering Labs
Aberdeen Proving Ground, MD 21005

Director, Organizations and
Systems Research Laboratory
U. S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Mr. J. Barber
HQS, Department of the Army
DAPE-MBR

Washington, D.C. 20310
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Department of the Air Force

"
4 - : Dr. Kenneth R. Boff

AF AMRL/HE

Wright~Patterson AFB, OH 45433

. U.S. Alr Force Office of
. Scientific Research
Life Science Directorate, NL
Bolling Air Force Base
Washington, D.C. 20332

AFHRL/LRS TDC
E Attn: Susan Ewing
Wright-Patterson AFB, OH 45433

Chief, Systems Engineering Branch
Human Engineering Division
USAF AMRL/HES

» Wright-Patterson AFB, OH 45433
Dr. Earl Alluisi
Chief Scientist
AFHRL/CCN
. Brooks Air Force Base, TX 78235
4

Dr. R. K. Dismukes

Associate Director for Life Scilences
AFOSR

Bolling AFB

Washington, D.C, 20332

Foreign Addresses

Dr. Kenneth Gardner
Applied Psychology Unit

) Admiralty Marine Tech. Estab.
- Teddington, Middlesex TW1l OLN
England

Human Factors

v P.0. Box 1085

b - Station B
Rexdale, Ontario
Canada M9V 2B3
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Foreign Addresses

Dr. A, D. Baddeley

Director, Applied Psychology Unit
Medical Research Council

15 Chaucer Road

Cambridge, CB2 2EF England

Other Government Agencies

Defense Technical Information Center
Cameron Station, Bldg. 5
Alexandria, VA 22314 (12 copies)

Dr. Clinton Kelly

Defense Advanced Research Projects
Agency

1400 Wilson Blvd.

Arlington, VA 22209

Dr. M. C. Montemerlo

Human Factors & Simulation
Technology, RTE-6

NASA HQS

Washington, D.C. 20546

Other Organizations

Ms. Denise Benel
Essex Corporation

333 N. Fairfax Street
Alexandria, VA 22314

Dr. Andrew P. Sage

First American Prof. of Info. Tech.
Assoc. V.P, for Academic Affairs
George Mason University

4400 University Drive

Fairfax, VA 22030
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Other Organizations

Dr. Robert R, Mackie

Human Factors Research Division
Canyon Research Group

5775 Dawson Avenue

Goleta, CA 93017

Dr. Amos Tversky

Dept. of Psychology
Stanford University
Stanford, CA 94305

Dr. H. Mcl. Parsons
Essex Corporation

333 N. Fairfax St.
Alexandria, VA 22314

Dr. Jesse Orlansky

Institute for Defense Analyses
1801 N. Beauregard Street
Alexandria, VA 22043

Dr. J. 0. Chinnis, Jr.

Decision Science Consortium, Inc.
7700 Leesburg Pike

Suite 421

Falls Church, VA 22043

Dr. T. B. Sheridan

Dept. of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

Dr. Paul E. Lehner

PAR Technology Corp.
Seneca Plaza, Route S5
New Hartford, NY 13413

Dr. Paul Slovie
Decision Research
1201 Oak Street
Eugene, OR 97401
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Other Organizations

Dr. Harry Snyder

Dept. of Industrial Engineering

Virginia Polytechnic Institute
and State University

Blacksburg, VA 24061

Dr. Stanley Deutsch

NAS-National Research Council (COHF)
2101 Const{itution Avenue, N.W.
Washington, D.C. 20418

Dr. Amos Freedy
Perceptronics, Inec.

6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Robert Fox

Dept. of Psychology
Vanderbilt University
Nashville, TN 37240

Dr. Meredith P. Crawford

American Psychological Association
Office of Educational Affairs

1200 17th Street, N.W.

Washington, D.C. 20036

Dr. Deborah Boehm-Davis
Dept. of Psychology
George Mason University
4400 University Drive
Fairfax, VA 22030

Dr. Howard E. Clark

NAS-NRC

Commission on Engrg. & Tech. Systems
2101 Constitution Ave., N.W.
Washington, D.C. 20418
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Other Organizations

Dr. Charles Gettys
Department of Psychology
University of Oklahoma
455 West Lindsey

Norman, OK 73069

Dr. Kenneth Hammond

Institute of Behavioral Science
University of Colorado

Boulder, CO 80309

Dr. James H. Howard, Jr.
Department of Psychology
Catholic University

Washington, D. C. 20064

Dr. William Howell
Department of Psychology
Rice University

Houston, TX 77001

Dr. Christopher Wickens
Department of Psychology
University of Illinois
Urbana, IL 61801

Mr. Edward M. Connelly

Performance Measurement
Assoclates, Inc.

1909 Hull Road

Vienna, VA 22180

Professor Michael Athans

Room 35-406

Massachusetts Institute of
Technology

Cambridge, MA 02139

Dr. Edward R. Jones

Chief, Human Factors Engineering
McDonnell-Douglas Astronautics Co.
St. Louis Division

Box 516

St. Louis, MO 63166
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Other Organizations

Dr. Babur M. Pulat

Department of Industrial Engineering
North Carolina A&T State University
Greensboro, NC 27411

Dr. Lola Lopes

Information Sciences Division
Department of Psychology
University of Wisconsin
Madison, WI 53706

National Security Agency
ATTIN: N-32, Marie Goldberg
9800 Savage Road

Ft. Meade, MD 20722

Dr. Stanley N. Roscoe

New Mexico State University
Box 5095

Las Cruces, NM 88003 -

Mr. Joseph G. Wohl
Alphatech, Inc.

3 New England Executive Park
Burlington, MA 01803

Dr. Marvin Cohen

Decision Science Consortium, Inc.
Suite 721

7700 Leesburg Pike

Falls Church, VA 22043

Dr. Robert Wherry
Analytics, Inc.

2500 Maryland Road
Willow Grove, PA 19090

Dr. William R. Uttal
Institute for Social Research
University of Michigan

Ann Arbor, MI 48109

Dr. William B. Rouse

School of Industrial and Systems
Engineering

Ceorgia Institute of Technology -
Atlanta, GA 30332
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Other Organizations

Dr. Richard Pew

Bolt Beranek & Newman, Inc.
S0 Moulton Street
Cambridge, MA 02238

Dr. Douglas Towne

University of Southern California
Behavioral Technology Lab

3716 S. Hope Street

Los Angeles, CA 90007

kY
Dr. David J. Getty
Bolt Beranek & Newman, Inc.
50 Moulton street
Cambridge, MA 02238

Dr. John Payne

Graduate School of Business
Administration

Duke University

Durham, NC 27706

Dr. Baruch Fischhoff
Decision Research
1201 Oak Street
Eugene, OR 97401

Dr. Alan Morse

Intelligent Software Systems Inc.
160 01d Farm Road

Amherst, MA 01002

Dr. J. Miller

Florida Institute of Oceanography
University of South Florida

St. Petersburg, FL 33701
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